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Abstract

A critical challenge in the development of new molecularly targeted anticancer drugs is the identification of predictive biomarkers and the concurrent development of diagnostics for these biomarkers. Developing matched diagnostics and therapeutics will require new clinical trial designs and methods of data analysis. The use of adaptive design in phase III trials may offer new opportunities for matched diagnosis and treatment because the size of the trial can allow for subpopulation analysis. We present an adaptive phase III trial design that can identify a suitable target population during the early course of the trial, enabling the efficacy of an experimental therapeutic to be evaluated within the target population as a later part of the same trial. The use of such an adaptive approach to clinical trial design has the potential to greatly improve the field of oncology and facilitate the development of personalized medicine. Clin Cancer Res; 17(21): 6634–40. ©2011 AACR.

Introductory Note

At the 2010 Conference on Clinical Cancer Research, co-sponsored by Friends of Cancer Research and the Engelberg Center for Health Care Reform at the Brookings Institution, participants explored 4 pressing challenges in the field. Articles summarizing the panel’s recommendations on each of these topics are featured in this issue of Clinical Cancer Research (1–4).

Key Role of Companion Diagnostics in Oncology Drug Development

Nearly all cancer drugs being developed today are designed to inhibit molecular targets that have been identified as being dysregulated in human tumors. Genomics has established that the dysregulated pathways and mutated genes in tumors originating in a particular primary site are highly variable. To optimally evaluate and utilize a targeted approach requires the concurrent development of diagnostics that enable the identification of those tumors that are most likely to be sensitive to the anticancer effects of a particular drug or drug combination. The reality of codeveloping a matched diagnostic and therapeutic has profound implications for the clinical trial designs used in drug development. Trials of cytotoxic drugs typically enroll unselected patients at a particular point in the continuum of a disease in the hope that the response of tumors that are sensitive to the treatment will be sufficient to show benefit for the population as a whole. Although this approach may lead to broad labeling indications, it also exposes patients with nonsensitive tumors to unnecessary toxicities and increases the possibility of discarding a drug that may dramatically benefit a subset of patients. Consequently, this strategy is not viable for molecularly targeted agents, in which the activity is likely to be restricted and determined more by the genomic alteration(s) within a tumor at the time treatment is being considered than by the primary site in which the tumor originated. The use of anatomically based (i.e., primary site of disease), “all comers’” approaches to develop targeted approaches has typically led to failure in phase III studies, or demonstration of “success” based on statistically significant but clinically questionable benefits (5).

Although developing the right drug for a specific patient has great value to the individual and is critical for controlling the costs of health care, it dramatically increases the complexity of the drug development process. For many drugs, the complexities of identifying a predictive biomarker and the practical complexities of developing analytically valid diagnostic tests for the biomarker are grossly underestimated. Knowing when to start the development of the diagnostic is also an issue, particularly when the effectiveness of the drug in any population is uncertain. Developing the right drug for the right subset of patients requires new clinical trial designs and new paradigms of data analysis.

Efforts to codevelop a matched diagnostic and therapeutic face other challenges as well. Even with extensive
preclinical investigations, it is often difficult to identify a predictive biomarker and evaluate it in the phase I trial of a given drug. As a result, it becomes necessary to have a test for, and develop preliminary data showing, the predictive power of the candidate marker in the context of phase II investigations, so that properly focused phase III trials can be designed, conducted, and completed. In the unusual case in which a single predictive biomarker has been identified and a validated assay has been developed prior to the start of the phase III trial, targeted enrichment designs and stratification designs can be used (6, 7). For example, in the targeted enrichment design used in the development of trastuzumab, only "marker-positive" patients were included. In the stratification design, patients were not excluded on the basis of marker status, but the size of the trial was adequately powered for the anticipated frequency of marker-positive patients and the overall 5% type I error rate while identifying an optimal target population. Neither performance characteristics are known, the adaptive biomarker assay has been validated and standardized, and statistically valid manner (12–14). For example, when the identified during the trial and the effectiveness of the drug is most suitable target population of patients is adaptively published that show how to design the trial(s) so that the time pivotal phase III trials are set to begin. Recently, Industry on Adaptive Design Clinical Trials for Drugs and Drug Administration (FDA) issued a draft Guidance to gene signatures prospectively. In 2010, the U.S. Food and Molecular Analysis 2 (I-SPY2) trial in breast cancer (9), are useful for identifying the most promising predictive biomarker in phase II development, but they require large sample sizes. The outcome-adaptive randomization weights used in the BATTLE study design complicate the interpretation of results, and the determination of whether they improve efficiency has not been established (10). The BATTLE study did, however, show the feasibility of a biopsy-based, hypothesis-driven biomarker trial, and the follow-up phase II trial, BATTLE 2, will test the predictive value of the gene signatures prospectively. In 2010, the U.S. Food and Drug Administration (FDA) issued a draft Guidance to Industry on Adaptive Design Clinical Trials for Drugs and Biologics (11).

Due to the complexity of cancer biology, it is often not possible to firmly establish the biomarker(s) most likely to predict sensitivity to a particular drug or class of drug by the time pivotal phase III trials are set to begin. Recently, however, several adaptive clinical trial designs have been published that show how to design the trial(s) so that the most suitable target population of patients is adaptively identified during the trial and the effectiveness of the drug is evaluated in that population in a rigorously defined and statistically valid manner (12–14). For example, when the biomarker assay has been validated and standardized, and performance characteristics are known, the adaptive signature design (12) and cross-validated adaptive signature design (14) are carefully crafted adaptive phase III non-Bayesian approaches that preserve the desired type I error rate while identifying an optimal target population. Neither design results in a change in randomization weights or in eligibility criteria (both of which could require statistical adjustments to avoid introduction of bias), which makes them better suited for licensing registration trials than the Bayesian methods used in the phase II BATTLE trial. Interestingly, although the FDA Guidance on adaptive trial designs acknowledges that a Bayesian framework can be useful for planning purposes to evaluate model assumptions and decision criteria, they recommend that the study design be planned in a framework to control the overall study type I error rate (11).

These are, however, complex designs that have not been tested in practice. Challenges to the use of these designs are that the treatment comparisons can only be conducted after completion of the study, that the developed predictive signature may be based on a combination of factors with unclear biological meaning, and that it may be difficult to interpret the results if there are imbalances in other baseline prognostic factors between treatment arms in the marker-positive subgroup. Although these designs are in some ways conservative, they are nevertheless dramatically different from the kinds of designs used for the vast majority of clinical trials being conducted today.

Here, we describe how adaptive methods can be used for indication determination in a manner that provides the level of confidence in conclusions that we expect from phase III registration trials and in a manner consistent with the FDA Guidance on adaptive design. The current draft of the Guidance defines a clinical study using an adaptive design as one that "includes a prospectively planned opportunity for modification of one or more specified aspects of the study design and hypotheses based on analysis of data (usually interim data) from subjects in the study. Analyses of the accumulating study data are carried out at prospectively planned time points within the study, can be performed in a fully blinded manner or in an unblinded manner, and can occur with or without formal statistical hypothesis testing" (11). In some cases, adaptive designs require fewer patients but much more upfront planning.

To illustrate the careful planning necessary for proper use of adaptive methods in this context, a detailed illustration of the use of the adaptive signature design of Freidlin and Simon (12) is provided. The approach includes 3 components: (i) a statistically valid identification, based on the first stage of the trial, of the subset of patients who are most likely to benefit from the new agent; (ii) a properly powered test of overall treatment effect at the end of the trial with all randomized patients; and (iii) a test of treatment effect for the subset identified in the first stage but only with patients randomized in the remainder of the trial. The design is adaptive in the sense of the FDA Guidance because the primary plan for the final analysis is influenced by the results of the trial. The adaptive signature design (12) and the more recently published cross-validated adaptive signature design (14) were developed for use in gene expression profiling settings when there are enormous numbers of candidate measurements that can be combined to provide a classifier of which patients are likely (or unlikely) to benefit from a new treatment relative to a control regimen. These designs can be used much more broadly, however, regardless of the candidate predictors, and are discussed in greater generality by Simon (15).
Background

Application of the original adaptive signature paradigm to a real clinical development setting has many complexities, which will be illustrated here for castration-resistant prostate cancer (CRPC), the advanced, lethal form of the disease. Molecular profiling studies show that reactivation of androgen receptor (AR) function is a consistent feature of CRPC (16), in part, through AR overexpression and overexpression of androgen-synthetic enzymes leading to increased intratumoral androgens (17, 18). The clinical significance of these findings has been validated in trials of abiraterone acetate, an inhibitor of androgen synthesis in the testis, adrenal gland, and tumor (19, 20), and MDV3100, a novel AR antagonist selected for activity in prostate cancer model systems with overexpressed AR (21). Abiraterone was recently shown to confer a survival benefit after chemotherapy in patients with CRPC and is now approved by the FDA for this indication (22). MDV3100 has shown activity comparable with that of abiraterone in postchemotherapy CRPC (23), and a phase III registration trial for this population has been fully accrued. Noteworthy in the trials of both agents was the similarity of response in matched patient populations, which ranged from dramatic prostate-specific antigen declines with durable radiographic control in some to intrinsic resistance in others, suggesting the presence of predictive biomarkers in tumors. A number of other agents targeting different points in the AR signaling pathway are currently in development (24), and although predictive biomarkers of sensitivity have been postulated, none has warranted the development of a validated assay for enrichment of patients most likely to benefit from any single treatment compared with the control. This classifier can be based on a combination of all the clinical and biomarker candidate variables measured before treatment. When this single classifier is completely specified using only the training set, it is applied to classify patients in the validation set with respect to whether they are predicted to benefit from the new treatment. Outcomes for patients in this subset of the validation set who were randomized to receive the new treatment are compared with outcomes for patients in this subset who were randomized to receive the control regimen. Only the patients in the validation set are used for this comparison. Because the training set was used to develop the classifier, it cannot be used to evaluate it. If this difference is significant at the reduced 2-sided significance level of 0.05-α, then the new treatment is considered effective for the subset of patients defined by the classifier developed in the training set. The cross-validated adaptive signature design is a more statistically powerful version of this approach (14). However, application of the original adaptive signature paradigm to a real clinical development setting has many complexities, an example of which will be illustrated here for CRPC.

The Adaptive Signature Approach

The adaptive signature approach provides for a final analysis consisting of 2 parts: first, outcomes for all patients randomized to receive the new drug will be compared with outcomes for all patients randomized to receive the control. If this comparison is significant at a more stringent than usual 2-sided significance level of α, then the new drug is considered broadly effective. Otherwise, a single subset analysis is conducted. The patients in the trial are randomly partitioned into a training set and a validation set. The training set is used to develop a “classifier” that identifies the subset of patients who seem to benefit from the new treatment compared with the control. This classifier can be based on a combination of all the clinical and biomarker candidate variables measured before treatment. When this single classifier is completely specified using only the training set, it is applied to classify patients in the validation set with respect to whether they are predicted to benefit from the new treatment. Outcomes for patients in this subset of the validation set who were randomized to receive the new treatment are compared with outcomes for patients in this subset who were randomized to receive the control regimen. Only the patients in the validation set are used for this comparison. Because the training set was used to develop the classifier, it cannot be used to evaluate it. If this difference is significant at the reduced 2-sided significance level of 0.05-α, then the new treatment is considered effective for the subset of patients defined by the classifier developed in the training set. The cross-validated adaptive signature design is a more statistically powerful version of this approach (14). However, application of the original adaptive signature paradigm to a real clinical development setting has many complexities, an example of which will be illustrated here for CRPC.
analytically validated tests are needed until the time of the final analysis of the trial.

The primary endpoint for the study is overall survival, which is the primary regulatory endpoint for new drug approval for CRPC. A total of 935 patients will be accrued, and the final analysis will be conducted when there are 700 total deaths. This will provide approximately 90% statistical power for detecting a 25% reduction in hazard of death for compound X relative to control at a 2-sided statistical significance level of 1%. The remaining 4% of type I error will be used for evaluating the statistical significance of treatment effect on survival in the adaptively defined biomarker subset that is anticipated to derive greater benefit than the population as a whole. This will provide approximately 80% statistical power for detecting a 37% reduction in the hazard of death in the adaptively defined subset of the validation set, which consists of only 33% of the validation set, as described in more detail below. By splitting the traditional 5% significance threshold into a portion to be used for the overall comparison and a portion to be used for the comparison within the subset, the type I error rate of the trial is preserved at 5%.

The type I error rate of 5% can be partitioned into a part for the overall analysis and a part for the subset analysis in a variety of ways. One could attempt to optimize the split to minimize the total sample size subject to constraints on the statistical power for both the overall analysis and the subset analysis. We have not attempted such an optimization. We have allocated most of the 5% to the subset analysis because the power of the subset analysis drives the overall sample size, particularly when a minority of patients benefit from the new treatment. By taking into account the correlation between the 2 analyses, less stringent significance levels could be used (29).

The final analysis will be conducted in the following manner. A log-rank test will be used to compare survival times in the 2 treatment arms for all randomized patients. If the 2-sided significance level is less than 0.01 and favors compound X, then compound X will be considered effective for the randomized population as a whole. If not, then the following analysis will be conducted with the fallback design of the adaptive signature approach developed by Freidlin and Simon (12).

A predictive classifier \( P(B1, B2, B3, B4) \) will be developed that identifies whether a patient with biomarker values \( B1, B2, B3, \) and \( B4 \) (each representing the result of a specific validated assay) is likely to benefit from drug \( X \) compared with control \( C \). For the purpose of illustration, we have arbitrarily specified 4 individual markers that can be used for building the classifier. The number is arbitrary as long as the markers and the algorithm for building the classifier with the candidate markers are specified before the data are examined and as long as an analytically validated assay is available for measuring each marker. The value of the adaptive signature design is greatest when the number of candidate markers is large. The \( P \) classifier will be developed using a randomly selected training set of patients consisting of 33% of the cases. The split proportion of 33% of the patients for development and training of the classifier and 67% for evaluation of the classifier is somewhat arbitrary but influences the ability to develop a good classifier and to adequately compare the treatment in the subset of the validation set determined by the classifier. Dobbin and Simon (30) have studied the optimal splitting of data sets into a training set and a validation set for prognostic classifiers, but similar studies have not been reported for predictive classifiers as used in the adaptive signature design. We believe that a training set consisting of approximately 233 events should be adequate for developing a predictive classifier in which accuracy is close to that of the optimal classifier that could be developed with an infinite-sized training set, but a quantitative evaluation of this along the lines described by Dobbin and Simon should be pursued. Reducing the size of the validation set further constrains the statistical power of the subset analysis, as shown below in the paragraph describing how the power for the subset analysis in the validation set drives the total size of the study. The advantage of the more recently developed cross-validated adaptive signature design is that a fixed training–validation split is not required. (14)

The algorithm for developing the classifier is described in the Appendix, which follows the Discussion section. The value of the classifier function \( C(B1, B2, B3, B4) \) equals 1 if the patient with those biomarker values is likely to benefit from \( X \), and equals 0 otherwise. The set \( IND \) of combinations of biomarker values \( (B1, B2, B3, B4) \) for which the classifier equals 1 is the indication for treatment \( X \) should the subset analysis be statistically significant. As part of the final analysis, this indication will be described graphically, analytically, by decision tree, and as a classification function.

The training set data are extensively analyzed to develop a single completely specified classifier. Predictive classifier development is different from traditional subset analysis. Although the development algorithm may involve evaluation of subsets determined by single variables, a classifier must be developed that integrates all such information into a single function of all the baseline variables to predict whether a patient will benefit from receiving the new treatment relative to the control. Although a large body of literature exists on prognostic signatures, very little literature is available on predictive 2-treatment classifiers. A single completely specified classifier should be developed with the training data. If multiple classifiers were developed, they would have to be evaluated in the validation set and that would require additional portions of the type I error to be allocated to evaluate them.

The estimated improvement in survival for \( X \) versus \( C \) in the indicated population \( IND \) will be estimated by classifying each patient in the trial who was not included in the training set used to develop the classifier. Let \( S \) denote the set of patients in this "test set" classified as likely to benefit from \( X \) using \( C(B1, B2, B3, B4) \). Kaplan–Meier survival curves will be computed for the patients in \( S \) who received \( X \) and for the patients in \( S \) who received \( C \). The difference between these 2 survival curves will be summarized with a log-rank statistic (LR) and a log hazard ratio (LHR) and a 95%
confidence interval for LHR. If the log-rank statistic LR is significant at the 4% level of the \( \chi^2 \) distribution with one degree of freedom and the HR of \( X \) versus \( C \) is less than 1, then the treatment \( X \) will be considered effective in improving survival of patients with an indication specified by the set IND defined based on the classifier \( C (B_1, B_2, B_3, B_4) \) as described above.

The statistical power of the biomarker-specified subset analysis depends on the proportion of patients who are included in the adaptively defined subset \( S \). To have 80% power for detecting a 37% reduction in the hazard of death for \( X \) versus \( C \) (a reasonable target effect size given historical results with predictive biomarker-based treatments such as trastuzumab), approximately 157 deaths are required in the classifier-positive subset of the test set of patients (i.e., patients not used for developing the classifier). If one third of patients are classifier positive, then 471 total deaths are required in the test set. The test set will contain about two thirds of the patients and events. The total number of deaths at the time of final analysis will be 700, and hence this power target should be achievable.

Discussion

For the goal of developing the right drug for the right patient to become more than a cliche, sponsors, investigators, and regulators must recognize that some of the conventional wisdom used to guide clinical trial design and analysis in the era of broadly targeted cytotoxic agents is no longer appropriate. Indeed, the continued use of traditional clinical trial designs is likely to hamper the development of new drugs that are highly effective for molecularly well-defined subsets of patients.

The use of conventional, primary site–based approaches to develop targeted cancer therapeutics is in many cases not consistent with our knowledge of the underlying biology of a tumor, exposes patients to toxic drugs from which they are not expected to benefit, and may result in long delays for the approval and ultimately the availability of drugs that offer substantial benefit to molecularly characterized subsets of patients. Clearly, in this new era, issues previously considered to be standard, such as the role of subset analysis, the role of stratification, the need to have broad eligibility criteria, and the use of adaptive methods, must be critically reexamined. However, new methods for clinical trial design and analysis must be no less rigorous than conventional designs in their use of randomized controls, clinically meaningful endpoints, and protection against type I error.

Methods for adaptive characterization and validation of the patients most likely to benefit from a new treatment in phase III oncology trials have been developed in recent years (12–14). The specific designs are adaptive in distinct ways, but most have focused on intratrial modification of the number of patients to be included (sample size reestimation) or modification of the randomization weights (response-adaptive). Controversies with these designs include the question of whether adaptive sample size reestimation is more effective than traditional sequential analysis methods, whether response-adaptive methods provide statistical analyses that are robust to time trends in unmeasured prognostic factors, and whether response-adaptive methods improve efficiency (10).

As a result, response-adaptive designs are rarely used in phase III clinical trials.

A more promising area is the adaptive characterization of patients enrolled in phase III trials who are most likely (or least likely) to benefit from a new treatment. This adaptive determination of the treatment indication represents a paradigm shift in phase III clinical trial design with the potential for a major impact on oncology drug development and a major benefit to patients. However, there is a need for dialogue among academic investigators, government and industry sponsors, and regulators on how best to use this methodology. It was for this reason that this area of adaptive clinical trial design was chosen for focus by the members of the adaptive design panel of the 2010 Conference on Clinical Cancer Research.

Use of adaptive methods to identify the patients who are most likely or least likely to benefit from a new regimen requires substantial prospective planning. The methods cannot be used reliably in an exploratory post hoc manner. In fact, if done improperly they can introduce bias and risk “disqualifying” a trial as adaptive in the view of the FDA.

The following are some of the key features of the clinical trial we designed:

1. Use of an acceptable regulatory endpoint such as overall survival as the primary endpoint for final analysis.
2. Use of a randomized design with an appropriate control arm.
3. Obtaining tumor specimens prior to randomization for all patients registered on the trial. Tumor assays may be conducted at a later time, but prior to data analysis, if the analytically validated tests are not available when the clinical trial is initiated.
4. Use of an intermediate endpoint for interim futility analysis is considered necessary but not sufficient to ensure a treatment effect on the primary endpoint, even though it is not a validated surrogate of the primary endpoint.
5. Use of analytically validated tests for measuring all candidate predictive biomarkers.
6. Prespecification of the algorithm to be used for developing the classifier in the training set, and prespecification of how the validation analysis will be conducted.
7. Adequately powering the clinical trial for validation of a substantial treatment effect in the adaptively identified subset.
8. At the time of final analysis the patients are randomly partitioned into a portion (e.g., one third) for training a classifier that identifies which patients are most and least likely to benefit from the new treatment, and a portion (e.g., two thirds) for validating that classifier. The full set of patients is used for the overall analysis.
comparison of the new treatment with the control, but only the validation set is used for the comparison of new treatment versus control in the adaptively determined subset. The type I error is allocated among those 2 comparisons.

Oncology therapeutics development is in an era of fundamental change. The discoveries of both the molecular basis for human cancers and the heterogeneity of cancer provide a great opportunity to develop more effective treatments and to properly deliver them to the right patients. Many challenges remain to be addressed, and some familiar paradigms require reevaluation. What does not change is the need for clinical trials that are fundamentally science based, statistically sound, and responsive to the urgency for reducing mortality and morbidity from cancer.

Appendix

A wide variety of classifier development algorithms are possible. The algorithm should be described completely in the protocol. For the study being illustrated here, the classifier will be developed by the following algorithm:

A proportional hazards model will be fit to the data for the combined treatment X and control group. Denote this model by

$$\log[\lambda(t, B1, B2, B3, B4, v)/\lambda_0(t)] = \delta v + \beta_1 B1 + \beta_2 B2 + \beta_3 B3 + \beta_4 B4 + (\gamma_1 B1 + \gamma_2 B2 + \gamma_3 B3 + \gamma_4 B4)$$

where \(v\) is a binary treatment indicator (\(v = 1\) for \(X\), \(v = 0\) for \(C\)), \(\delta\) is the regression coefficient that represents the main effect of treatment on survival, the \(\beta\)s reflect the prognostic effects of the biomarkers, and the \(\gamma\)s are the interaction effects that represent the predictive effects of the biomarkers. The left-hand side of the equation represents the log hazard relative to the baseline hazard. The markers will only be binary if a cut point is predefined based on preliminary data. Otherwise, no cut point will be imposed on the modeled values.

For a patient with biomarker values \((B1, B2, B3, B4)\), the LHR if the patient receives treatment \(X\) minus the LHR if the patient receives the control \(C\) is

$$\Delta(B1, B2, B3, B4) = \delta + \gamma_1 B1 + \gamma_2 B2 + \gamma_3 B3 + \gamma_4 B4$$

By fitting the model to the data, we obtain estimates of the regression coefficients and a covariance matrix for these estimates. Hence, for any vector of biomarker values, we can compute \(\Delta(B1, B2, B3, B4)\) in which the regression coefficients are replaced by their estimates, and we can compute the variance \(\sqrt{\text{V} \left[ \Delta(B1, B2, B3, B4) \right]}\).

A binary classifier will be defined by

$$C(B1, B2, B3, B4) = \begin{cases} 1 & \text{if } \Delta(B1, B2, B3, B4)/\sqrt{\text{V} \left[ \Delta(B1, B2, B3, B4) \right]} \leq c \\
0 & \text{otherwise} \end{cases}$$

The patient is classified as likely to benefit from \(X\) if the standardized LHR of \(X\) relative to \(C\) is less than or equal to constant \(c\). The constant will be determined by 10-fold cross-validation within the training set to maximize the log-rank statistic for treatment effect within the training set patients classified as likely to benefit from \(X\). Application of this algorithm to the training data provides a completely specified classifier that can be used to classify each of the patients in the validation set. Each patient in the validation set has biomarker values \(B1, B2, B3,\) and \(B4\). By plugging in these values to the classifier, the patient is classified as likely or unlikely to benefit from \(X\) relative to \(C\). The patients in the validation set who are classified as likely to benefit from \(X\) are the subset to be analyzed. In that subset, outcomes for patients who received \(X\) are compared with outcomes for those who received the control \(C\).

The classifier illustrated here is based on a proportional hazards regression analysis of 4 biomarker values. Alternatively, variable selection strategies could be used to include only variables that seem informative for distinguishing outcome on \(X\) from outcome on \(C\). When the number of candidate variables is large, variable selection is essential. It should be recognized, however, that the objective is to accurately classify patients as to whether they will benefit from \(X\), not to document with statistical significance the importance of individual variables.
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