Synergism between Arsenic Trioxide and Heat Shock Protein 90 Inhibitors on Signal Transducer and Activator of Transcription Protein 3 Activity—Pharmacodynamic Drug-Drug Interaction Modeling
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Abstract Purpose: Constitutive signal transducer and activator of transcription 3 (STAT3) activity, observed in ~50% of acute myelogenous leukemia cases and associated with adverse treatment outcome, is down-regulated by arsenic trioxide (ATO). Heat shock protein (HSP) 90 is a molecular chaperone involved in signal transduction pathways. We hypothesized that HSP90 inhibitors will potentiate ATO effect on constitutive STAT3 activity and cell killing. One concern was that the effect of ATO and HSP90 inhibitors will result in up-regulation of HSP70, a protein known to inhibit apoptosis.

Experimental Design: We have used a semimechanistic pharmacodynamic model to characterize concentration-effect relationships of ATO and HSP90 inhibitors on constitutive STAT3 activity, HSP70 expression, and cell death in a cell line model.

Results: Pharmacodynamic interaction of ATO and three HSP90 inhibitors showed synergistic interactions in inhibiting constitutive STAT3 activity and inducing cell death, in spite of a concurrent synergistic up-regulation of HSP70.

Conclusions: These preliminary results provide a basis for studying the combined role of ATO with HSP90 inhibitors in acute myelogenous leukemia with constitutive STAT3 activity.

Constitutive signal transducer and activator of transcription 3 (STAT3) activity has been shown to be present in leukemia cells in 50% of acute myelogenous leukemia (AML) cases and to correlate with adverse treatment outcome (1). We have shown that arsenic trioxide (ATO) down-regulates constitutive STAT3 activity in AML cells within 6 h, without affecting cell survival until 48 h (2). Heat shock protein (HSP) 90 is implicated in maintaining the conformation, stability, and function of key proteins involved in signal transduction pathways (3), and we therefore hypothesized that HSP90 inhibitors [geldanamycin, 17-allylamino-17-demethoxygeldanamycin (17-AAG), and 17-(dimethylaminoethylamino)-17-demethoxygeldanamycin (NSC 707545, 17-DMAG)] would potentiate the effect of ATO on constitutive STAT3 activity in AML cells. One concern was that up-regulation of HSP70, a protein known to inhibit apoptosis (4, 5), by exposure to either ATO (6–8) or HSP90 inhibitors (9, 10), might abrogate their effect on constitutive STAT3 activity and survival.

Identifying the type and extent of drug-drug interactions has been a challenge since the early 1900s. When the mechanisms of action of two pharmacologic agents are not known, empirical drug-drug interaction models such as Loewe additivity (11), Bliss independence (12), or the Chou and Talalay method (13, 14) can be applied. When the true behavior is well appreciated, mechanistic models offer insight into the physiologic processes influencing the degree of interaction (15–17). The HSP90 inhibitors act by binding HSP90 and preventing the stabilization of “client” protein complexes, involving cancer targets such as mutated p53, Raf-1, ErbB2, and other proteins associated with signal transduction. On the other hand, the mechanism of ATO action toward DNA fragmentation and cell death is not completely understood. It is clear, however, that when given in combination, ATO and HSP90 inhibitors may interact noncompetitively through different pathways.

We examined the combined effects of each HSP90 inhibitor with ATO on constitutive STAT3, HSP70, and HSP90 protein levels using the Ariens noncompetitive functional interaction model (15, 16) with an interaction parameter ($\psi$). Interaction parameters may be useful in various mechanism-based models to account for the synergism or antagonism not predicted by the mechanistic expectations of the modeling scheme (17–19). The estimated value of this parameter indicates the intensity of the drug-drug interaction when compared with the no-interaction value (i.e., the value that does not influence the underlying mechanistic model, based on single drug effect...
alone). This interaction model is not limited to the level of mass-balance drug-receptor binding equations, but assumes that each drug contributes to the interaction after binding to their respective targets. Effect is assumed to be a function of bound drug-target, and the Hill equation relates single drug concentrations to effect.

The cell killing effects of ATO and 17-DMAG (currently in clinical trials) were captured in a time-dependent manner. A mechanistic drug-drug interaction model was developed, incorporating time-dependent natural cell growth and death in the system. A modified functional interaction model was used to characterize the type of interaction. These studies were designed to enhance the effect of ATO on constitutive STAT3 activity.

Materials and Methods

Materials. All chemicals were purchased from Sigma Immunochemicals (St. Louis, MO) unless otherwise specified. 17-DMAG was provided by Dr. Percy Ivy, NIH, National Cancer Institute, Bethesda, MD.

Cell line and culture conditions. The AML cell line, HEL, a cytokine-independent human erythroleukemia cell line that has constitutive STAT3 activity, served as a model system. The cells were exposed for 6 to 48 h to ATO, geldanamycin, 17-AAG and 17-DMAG. Cell viability was determined by the trypan blue dye (Life Technologies, Grand Island, NY) exclusion assay.

Western blots. Tyrosine phosphorylated (P) and unphosphorylated proteins were visualized by enhanced chemiluminescence reaction (Amersham Life Science, Arlington Heights, IL).

Interaction assays. All assays were conducted at least in triplicates. The Hill function was fitted to each concentration-response curve for each drug. After fitting and determination of the IC50 five combination ratios of the IC50 (ATO/HSP90 inhibitors; 1:1, 1:4, 4:1, 1.5:3, 3:1.5) were characterized.

Pharmacodynamic drug-drug interaction model. Pharmacodynamic drug-drug interactions on PSTAT3 were evaluated with the following interaction model:

\[
E = 100 \left[ \frac{S_{max,A} \cdot \left( \frac{A}{C_{IC50,A}} \right)^7 + S_{max,B} \cdot \left( \frac{B}{C_{IC50,B}} \right)^7}{1 + \left( \frac{S_{max,A} + S_{max,B} + S_{max,A} \cdot S_{max,B}}{C_{IC50,A} \cdot C_{IC50,B}} \right)^7} \right]
\]

where \( A \) refers to the concentration of ATO and \( B \) refers to the concentration of the HSP90 inhibitor (i.e., geldanamycin, 17-AAG, and 17-DMAG). \( I_{max} \) is a fraction representing the maximal capacity that drug A or B may suppress total cell proliferation when administrated alone. When \( I_{max} = 0 \), there is no possible inhibition; when \( I_{max} = 1 \), there may be complete inhibition of cell proliferation with sufficiently high concentrations. IC50 refers to the concentration of drug A alone or drug B alone that elicits the half-maximal response.

The interactions of these drugs on the stimulation of HSP70 expression was characterized by a stimulatory version of Eq. A. All negative terms are made positive in this form, and \( I_{max} \) and IC50 parameters take on a stimulatory meaning (i.e., \( S_{max}, SC_{50} \))

\[
E = 100 \left[ \frac{S_{max,A} \cdot \left( \frac{A}{C_{SC_{50,A}}} \right)^7 \cdot \left( \frac{B}{C_{SC_{50,B}}} \right)^7}{1 + \left( \frac{S_{max,A} + S_{max,B} + S_{max,A} \cdot S_{max,B}}{C_{SC_{50,A}} \cdot C_{SC_{50,B}}} \right)^7} \right]
\]

Equation A was originally proposed by Ariens (15) for drugs that interact noncompetitively and was modified by Chakraborty and Husko (18) to include an interaction parameter, \( \psi \), describing a mutual influence of each drug on the IC50 value of the other. When \( \psi < 1 \), less total drug is required to elicit the same response compared with either drug administered alone. This is denoted as apparent synergy. When \( \psi > 1 \), more total drug is required to achieve the same maximal response and this is defined as apparent antagonism. When \( \psi = 1 \), there is no mutual effect on the IC50 value of either drug. This condition is termed no-interaction and is our reference model based on the noncompetitive assumptions of Ariens functional interaction. The stimulatory function obeys these properties as well.

In the above equations, when the concentration of \( A \) or \( B \) is zero, the equation reduces to the form of the basic Hill function. For example, in Eq. A when concentrations of drug B equal zero

\[
E = 100 \left[ \frac{I_{max,A} \cdot \left( \frac{A}{C_{IC50,A}} \right)^7}{1 + \left( \frac{I_{max,A} + I_{max,B} - I_{max,A} \cdot I_{max,B}}{C_{IC50,A} \cdot C_{IC50,B}} \right)^7} \right]
\]

where \( \psi \) is assumed to be 1 in the absence of either drug. In Eq. B, when concentrations of drug B equal zero

\[
E = 100 \left[ \frac{S_{max,A} \cdot \left( \frac{A}{C_{SC_{50,A}}} \right)^7}{1 + \left( \frac{S_{max,A} \cdot S_{max,B} \cdot C_{SC_{50,B}}}{C_{SC_{50,A}} \cdot C_{SC_{50,B}}} \right)^7} \right]
\]

where \( \psi \) is assumed to be 1 in the absence of either drug.

Pharmacodynamic drug-drug interaction model for time-dependent cell-killing data. Natural growth parameters of the system were determined by fitting the logistic function to live cell data without the presence of drug, over a 72-h time course. A natural cell loss term was necessary to account for the loss of cells noted in the viable cell counts reported. The underlying model for natural cell growth in the system is

\[
\frac{dX}{dt} = k_{syn} \cdot X \cdot \left( 1 - \frac{X}{X_{max}} \right) - k_{nat} \cdot X; \quad X(0) = 500,000 \text{ cells}
\]

\[
N_D(0) = 0 \text{ cells}
\]

where \( X \) is the total number of live cells present, \( N_D \) is the total number of dead cells, \( k_{syn} \) is the rate constant for natural cell synthesis, \( X_{max} \) is the capacity for living cells in the culture, and \( k_{nat} \) is the first-order rate constant for natural cell death.

Cell survival data for single drug effect was best described by a linear time-dependent cell-killing model. Drug effect was modeled as a stimulation of natural cell loss.

\[
\frac{dX}{dt} = k_{syn} \cdot X \cdot \left( 1 - \frac{X}{X_{max}} \right) - k_{nat} \cdot \left( 1 + S_{max, ATO} \cdot C_{ATO} \right) \cdot X; \quad X(0) = 500,000 \text{ cells}
\]

\[
N_D(0) = 0 \text{ cells}
\]

\[
S_{max, ATO} \text{ is the stimulatory effect constant per concentration of ATO, } C_{ATO}. \text{ Drug effect data for 17-DMAG was modeled in the same manner.}
\]
The full model for interaction included an empirical second-order term in which the effect is modified by an interaction in the presence of both drugs.

\[
\frac{dx}{dt} = k_{on} \cdot X \left( 1 - \frac{x}{S_{max}} \right) - k_{off} \cdot \left( 1 + S_{max} \cdot C_{ATO} \right) + S_{max} \cdot C_{DMAG} + \gamma \cdot C_{ATO} \cdot C_{DMAG} \cdot X; \quad X(0) = 500,000 \text{ cells}
\]

\[
\frac{dN_D}{dt} = k_{off} \cdot \left( 1 + S_{max} \cdot C_{ATO} \right) + S_{max} \cdot C_{DMAG} + \gamma \cdot C_{ATO} \cdot C_{DMAG} \cdot X; \quad N_D(0) = 0 \text{ cells}
\]

Insight into the extent of that interaction may be gained from the value of the interaction parameter \( \gamma \). If \( \gamma > 0 \), then there is an enhancement of effect or apparent synergy. When \( \gamma < 0 \), there is an apparent antagonism. When \( \gamma = 0 \), this is the no-interaction reference model for this interaction paradigm.

Effect was reported as percentage of viable cells. The equation is

\[
\% \text{Viable Cells} = \frac{X}{X + N_D} \cdot 100\%
\]

Data analysis. Nonlinear regression fitting was done using ADAPT II software (22). For all models, to resolve the pharmacologic parameters (i.e., \( I_{max} \) IC\text{50} and \( S_{max} \)) specific to each drug, single drug equations were fit to both protein expression and cell survival data for incubation with drug A alone and with drug B alone. In the case of cell killing, the base model was fit to control data with no drug to initially resolve the growth parameters of the system. These parameters were then fixed and the single drug equation was used to fit single drug data. When fitting the interaction data and using full interaction models, the interaction parameter is the only parameter fitted in each model, allowing for an estimation of the potency of the interaction.

For all models, isobolograms were generated using a numerical bisection method to determine the value of drug A that produces the 50% effect while varying the amount of drug B in the system (23). For each concentration-effect model, isobole curves were generated for the fitted interaction and for the simulated no-interaction cases. For the no-interaction isobole, the interaction term was set to its no-interaction value of 1 or 0.

Results

Single-drug effects on protein expression. The down-regulation of constitutive STAT3 activity by ATO, geldanamycin, 17-AAG, or 17-DMAG after 6 h exposure in HEL cells is shown in Figs. 1 and 2. In all cases, it seems that complete inhibition of STAT3 activity is possible at sufficiently high concentrations. Sigmoidal \( E_{max} \) model fittings (Eq. C; \( \psi \) is fixed to 1.0) well characterized the data and the fitted parameters are listed in Table 1. These plots and fittings suggest that geldanamycin, with the lowest IC\text{50} value of 46.8 nmol/L, is the most potent inhibitor, whereas ATO exhibited the least potency with an IC\text{50} of 1,334 nmol/L.

Figures 1 and 3 show the up-regulation of HSP70 by ATO and the three HSP90 inhibitors. In only the case of 17-DMAG were concentrations high enough to observe a maximal effect. There seemed to be no observable differences in the tendency toward maximum stimulation of HSP70 for these drugs. HSP70 data were fit with the stimulatory model (Eq. D; \( \psi \) is fixed to 1.0 for the single drug case). Parameters for each model fitting are reported in Table 2. Similar to STAT3 regulation, 17-AAG had the highest SC\text{50}, whereas geldanamycin had the lowest value. We have limited geldanamycin concentrations because it is dissolved in DMSO, a solvent with known toxicity. These single-drug pharmacologic effect parameters for effects on STAT3 and HSP70 were used in all subsequent drug-drug interaction models.

Drug-drug interactions on protein expression. The inhibitory effects of ATO in combination with the three HSP90 inhibitors on STAT3 expression and the surfaces representing model fittings are depicted in Fig. 4. Single drug data may be observed in both the x-z and y-z planes, whereas points representing combinations of drugs appear in the middle of each surface. It is clear from the single drug data that complete inhibition is possible and was assumed to be the case in the model (i.e., \( I_{max} = 1 \) for each drug). Both single drug and combination data were fit to Eq. A for determination of \( \psi \), the interaction parameter. For all combinations of ATO with either geldanamycin, 17-AAG, or 17-DMAG, the fitted parameters indicate a mechanism-based synergy as the value of \( \psi \) is <1.0, mutually reducing the apparent IC\text{50} values of each compound for the given combination.

The stimulatory effects of ATO in combination with geldanamycin, 17-AAG, or 17-DMAG on HSP70 up-regulation and the surfaces representing model fittings are shown in Fig. 5. Again, single drug data may be found in either the x-z or y-z planes, whereas the available data for combinations of ATO with HSP90 inhibitors tend to be clustered in the middle of the surfaces. Both single and combination data were fit to the stimulatory Eq. B. The value of \( \psi = 1.14 \) for geldanamycin with ATO indicates mechanism-based antagonism on HSP70 up-regulation, as, in combination, \( \psi \) mutually increases the SC\text{50} of each compound. In contrast, interactions for ATO with either 17-AAG or 17-DMAG on HSP70 expression were apparently synergistic (\( \psi = 0.785 \) and 0.654, respectively).

Isobolograms were constructed for each combination of drugs for their effects on STAT3 and HSP70 (Fig. 6). Each line represents all possible combinations of both drugs that result in 50% of the maximal effect. The dashed lines represent the no-interaction model or mechanism-based additivity, and the solid lines represent the model fitted to the data. Interactions may be readily seen by comparing these two lines. Isobolograms for ATO in combination with the HSP90 inhibitors for their effects on both STAT3 and HSP70 were generated by fixing the left side of each combination model to one-half the maximal effect and solving for concentrations of the second agent as a function of the first. It is clear that the interaction line for geldanamycin and ATO on HSP70 lies outside of the no-interaction line (\( \psi = 1.14 \)), meaning that more drug is required to achieve the same effect. On the other hand, for all other combinations, the interaction lines are beneath the no-interaction lines (i.e., less total drug is required to achieve the same effect).

Additionally, isobolograms allow one to discern that for different ratios of ATO and HSP90 inhibitor, the total amount of drug to achieve the same effect may vary. This is more evident for the effect on HSP70 than on STAT3 because these drug-drug-effect isoboles have more curve to them. Straight isoboles indicate apparent Loewe additivity; each ratio of drug combination has the same relative total concentrations of the drugs in combination. The more the curve deviates from a straight line, the total concentration necessary to achieve the 50% effect varies for different combinations. By comparing the curvature of the different isoboles, one may better understand
Fig. 1. The dose-dependent effect of ATO and the HSP90 inhibitors, geldanamycin (GA), 17-AAG, and 17-DMAG, alone (A) and in combination (B), on HSP70, HSP90, and constitutive STAT3 protein activity.
how the interaction changes depending on the ratio of ATO to HSP90 inhibitor.

**Drug-drug effects on cell survival.** Cell survival at 24 and 48 h and model fittings are shown in Fig. 7A and B. The same concentrations were used for each incubation time. With increasing concentration, it is obvious that cell survival is diminished. However, the concentrations required to observe changes in cell death are 100- to 1,000-fold higher than those altering PSTAT3 and HSP70 protein expression. Additionally, the length of incubation time necessary to observe an effect at these higher concentrations is four to eight times longer than that necessary for changes in protein expression. By comparing the slopes of the data on the ATO-effect plane with the slopes of the data lying in the 17-DMAG-effect plane, ATO seems to have a greater effect on cell death (~90-95% reduction at 48 h) than 17-DMAG (~30% reduction at 48 h). It is also clear that fewer cells survive during a longer incubation period for both effect curves and for the combination of ATO and 17-DMAG as well.

Data derived from 24 and 48 h were fitted simultaneously to Eq. 1 incorporating in Eq. 3 for time-dependent drug effect. Three-dimensional concentration effect surfaces were generated for each incubation time and are depicted by the mesh surfaces. Parameters for the fitting are reported in Table 3. The interaction parameter had a value of 0.0443, indicating apparent synergy. In Fig. 6B, the synergy may actually be more pronounced than suggested by the model fitting as most of the data points lay below the surface in the center of the plot.

Isobolograms were generated to compare the concentrations required at 6, 24, and 48 h to see the same cell-killing response (Fig. 7C). Although no cell killing was detected for the 6-h incubation, the time-dependent nature of our model allowed us to predict the concentrations necessary and the interaction at 6 h (Fig. 7C, black lines). The 24-h isoboles are depicted in blue and the 48-h isoboles are depicted in red. The dashed lines represent the no-interaction model and the solid lines represent the model fitting to the data. When comparing the dashed to the solid lines, it is clear that there is a pronounced mechanism-based synergy. Additionally, as the time of incubation increases, less amount of both drugs is required to achieve the same effect.

Isobolograms were also produced to compare joint effects of ATO and 17-DMAG on cell survival with their effects on protein

### Table 1. Parameter estimates for single-drug effects on PSTAT3 down-regulation

<table>
<thead>
<tr>
<th>Drug</th>
<th>IC$_{50}$ (nmol/L)</th>
<th>CV%</th>
<th>Hill coefficient</th>
<th>CV%</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATO</td>
<td>1,334</td>
<td>9.917</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>GA</td>
<td>46.81</td>
<td>12.08</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>17-AAG</td>
<td>744.8</td>
<td>10.21</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>17-DMAG</td>
<td>395</td>
<td>7.221</td>
<td>2.115</td>
<td>10.47</td>
</tr>
</tbody>
</table>

Abbreviations: GA, geldanamycin; N/A, not applicable.
expression (Fig. 7D). Isobolograms permit a visual comparison of the concentrations necessary to produce the half-maximal effect, independent of the magnitude of the interaction parameters in each model. For cell killing, it is apparent from model fittings that more 17-DMAG (IC₅₀ 500 nmol/L) is needed to kill half the cells than to down-regulate 50% of PSTAT3 (IC₅₀ 395 nmol/L). Strikingly, for ATO, significantly more drug is needed to achieve the same cell killing effect (IC₅₀ 6 h 80,000 nmol/L) than to down-regulate PSTAT3 (IC₅₀ 1334 nmol/L).

**Discussion**

In the present study, we have developed and applied pharmacodynamic models to study the hypothesis that HSP90 inhibitors will potentiate the effect(s) of ATO on constitutive STAT3 activity and cell survival in an AML cell line that constitutively expresses PSTAT3 (~50% of AML cases). These models not only indicated the presence of a synergy in inhibiting PSTAT3 expression but also indicated that this synergy occurs despite a concurrent synergy in the up-regulation of HSP70. These findings are of special significance because others have shown that up-regulation of HSP70 in an AML cell line model inhibited cytarabine and etoposide-induced apoptosis (24).

The interactions between ATO and HSP90 inhibitors have been previously studied using the Chou and Talalay method (13). However, several features of this popular approach necessitate an alternative method for assessing our drug-drug interactions. Their published equation for the mutually exclusive case is not derived rigorously and does not adequately address the mutually nonexclusive case (17). Additionally, Chou and Talalay did not indicate how to statistically distinguish between the mutually exclusive and nonexclusive cases, through differences in effect-slope values (17). This method also uses log linearization to simplify the analysis of the data. With the current software available, entire mechanistic equations (not requiring linearization) may be fitted by nonlinear regression, permitting statistical assessment of any interaction. Our approach is semimechanistic, does not require the distinction between mutually exclusive and nonexclusive interactions, and provides one statistical value indicating an overall intensity of the interaction. This semimechanistic pharmacodynamic model, a modified form of the Ariens

![Fig. 3. Single drug response curves for the effects of ATO in combination with HSP90 inhibitors geldanamycin (GA), 17-AAG, and 17-DMAG on the up-regulation of HSP70 expression (Eq. D). Points, mean; bars, SD.](image-url)

<table>
<thead>
<tr>
<th>Drug</th>
<th>S_max</th>
<th>CV%</th>
<th>S_C50 (nmol/L)</th>
<th>CV%</th>
<th>Hill coefficient</th>
<th>CV%</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATO</td>
<td>1.67</td>
<td>15.2</td>
<td>2,220</td>
<td>71.5</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>GA</td>
<td>2.56</td>
<td>32.7</td>
<td>60.2</td>
<td>152</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>17-AAG</td>
<td>3.55</td>
<td>152</td>
<td>2,220</td>
<td>31.3</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>17-DMAG</td>
<td>2.03</td>
<td>17.9</td>
<td>266</td>
<td>51.7</td>
<td>N/A</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Parameter estimates for single-drug effects on HSP70 up-regulation
noncompetitive functional interaction, was used to characterize concentration-effect relationships of ATO and HSP90 inhibitor effects on PSTAT3 and HSP70 protein levels. Mechanistic models are often applied but may be incapable of characterizing intense apparent synergy or antagonism. Although mechanistically relevant, this model could not predict the degree of synergy observed without the addition of a parameter to account for the interaction ($\psi$). The model was modified to include $\psi$ as a mutual factor of the EC$_{50}$ values of both drugs. When this value was <1, its influence on both EC$_{50}$ values indicated that less total drug for each agent was required to achieve the same effect, an apparent mechanism-based synergy. When the value was >1, more drug would be required, indicating an apparent mechanism-based antagonism. Although often empirical, the interaction parameters are useful not only for their ability to help the model capture the interaction better; however, more importantly, they permit a statistical measure of the interaction intensity.

The interaction parameters here were used to compare the degree of synergy between ATO and the different HSP90 inhibitors for each type of effect. For effects on PSTAT3 inhibition, the combination of ATO and geldanamycin had the lowest value of $\psi$ (0.662), indicating in the model that it took much less drug to achieve the same effect when compared with the other combinations. It is of interest that the most synergistic interaction affecting PSTAT3 (geldanamycin and ATO) had antagonistic effect on HSP70 ($\psi$ = 1.14). This is the first comparison of the three HSP90 inhibitors with ATO; we do not have an explanation for this finding as we expected that inhibiting PSTAT3 will result in concomitant up-regulation of HSP70, as was seen with the other HSP90 inhibitors. Smith et al. (25) showed that in vitro comparison of 17-AAG and 17-DMAG, the two inhibitors that are being tested in clinical trials, resulted in more pronounced effect for 17-DMAG. Our results concur with these findings; the $\psi$ value for both inhibiting PSTAT3 and stimulating HSP70 were lower for 17-DMAG,
indicating that much less drug was needed to achieve the same effect when compared with the other combination.

The analysis of the effects of these drugs on cell survival was limited to the combination of ATO and 17-DMAG due to better solubility of 17-DMAG in aqueous solutions and hence potential use in clinical trials. Cell survival studies with ATO and 17-DMAG were done to determine whether the synergy observed on PSTAT3 regulation was indeed a direct interaction.
on PSTAT3 regulation and not a synergy resulting from cell death. Interestingly, cell survival studies showed no significant drug effect after 6-h incubation. Therefore, incubations were extended for 24 and 48 h. The resulting data is time dependent, adding a fourth dimension. A mechanistic model for cell killing with an interaction term, similar to the modified functional interaction used previously, was developed to explain differences in a time-dependent manner. The model structures between cell survival and protein level differed significantly and any comparison of the interaction terms would certainly not yield the same degree of interaction. Therefore, isobolograms were used to compare the interaction between protein regulation at 6 h and the mechanistic time-dependent model prediction of cell killing at 6 h.

Isobolograms are useful because they allow a comparison of interactions between different types of effects. The lines in these plots represent all the combinations required to achieve a particular effect level (i.e., 50% of the maximal effect). Interactions for two different effects (with different scales or effect units) may be compared at one level (e.g., 50% maximal).

### Table 3. Parameter estimates for single and combined drug effects of ATO and 17-DMAG on cell survival

<table>
<thead>
<tr>
<th>Variable</th>
<th>Parameter description</th>
<th>Estimate</th>
<th>CV%</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_{\text{max, ATO}}$</td>
<td>Cell-killing rate constant for ATO</td>
<td>0.845</td>
<td>7.8</td>
</tr>
<tr>
<td>$S_{\text{max,17-DMAG}}$</td>
<td>Cell-killing rate constant for 17-DMAG</td>
<td>0.118</td>
<td>15</td>
</tr>
<tr>
<td>$K_{\text{syn}}$</td>
<td>Natural cell synthesis rate constant</td>
<td>0.0671</td>
<td>N/A</td>
</tr>
<tr>
<td>$X_{\text{max}}$</td>
<td>Maximal number of cells</td>
<td>1530</td>
<td>N/A</td>
</tr>
<tr>
<td>$K_{\text{nat}}$</td>
<td>Rate of natural cell-death</td>
<td>0.00202</td>
<td>N/A</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Interaction parameter</td>
<td>0.0443</td>
<td>18.3</td>
</tr>
</tbody>
</table>

![Fig. 7. Model fitting of cell survival data. The mesh surface is the model prediction at 24 h (A) and 48 h (B). ●, data points above the surface; ○, data points below the surface. C, isobolograms for 50% cell survival at 6, 12, and 48 h. Solid lines, isobole curves for the predicted cell killing interaction model. Dashed lines, the additive isobole when the interaction variable is set to its no-interaction value, zero. Model predictions are shown for 50% cell survival with 6 h (red lines), 24 h (green lines), and 48 h (black lines) incubations. D, 6 h isobolograms for 50% cell survival (red) compared with those for 50% PSTAT3 down-regulation (black). Dashed lines, no-interaction curve. Solid lines, model fittings (Eq. A (black lines) and Eqs. G and H (red lines)). X axis, log scale for visualizing all curves.](image-url)
by identifying the amount of each drug, for a given combination, required to elicit that response level. We used the isobolograms to compare the interactions between ATO and 17-DMAG on cell survival and PSTAT3 protein level after 6-h incubation. Our results show that at 6 h, the amount of drugs required to down-regulate PSTAT3 is significantly lower than the amount needed to cause cell death. These results suggest that combinations of these agents will need to be administered over prolonged periods of time to achieve cell death. Alternatively, these agents can be administered over a short period of time to down-regulate constitutive STAT3 activity and thus potentiate the effect of other drugs used to treat AML.

The IC_{50} values in our models were within the physiologic ranges (ATO (26, 27), 17-AAG (28), and 17-DMAG (29, 30)). However, the drug effect was measured and modeled not only for the physiologically relevant concentrations but also beyond. Even then, some of the graphs do not display a maximum effect in the observed data. We caution regarding the utility of these models beyond the presented range of concentrations, as the maximal effect often influences the determination of other parameters such as EC_{50}.

In summary, Parmar et al. (31) have shown that ATO alone, although effective in vitro in inducing apoptosis of AML cells, is not sufficiently effective in vivo in inducing remission in AML patients. Therefore, combination trials are needed. It is of interest that HSP90 inhibition sensitized AML cells to cytarabine in vitro (32). Finally, the combination of ATO with the HSP90 inhibitor, 17-AAG, has shown some promise in vitro (13); however, the pharmacodynamic modeling was not appropriate to address the mechanistic questions that the combination of these two type of drugs present. Of interest is the fact that both approaches, the one studying the interaction as a mutually exclusive case (13) and the one taking the mechanistic approach (current), reached the same conclusion. This supports further testing of combinations of ATO and 17-AAG or preferably 17-DMAG in preclinical AML in vivo models.
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