Deep Learning Predicts Lung Cancer Treatment Response from Serial Medical Imaging
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Abstract

Purpose: Tumors are continuously evolving biological systems, and medical imaging is uniquely positioned to monitor changes throughout treatment. Although qualitatively tracking lesions over space and time may be trivial, the development of clinically relevant, automated radiomics methods that incorporate serial imaging data is far more challenging. In this study, we evaluated deep learning networks for predicting clinical outcomes through analyzing time series CT images of patients with locally advanced non–small cell lung cancer (NSCLC).

Experimental Design: Dataset A consists of 179 patients with stage III NSCLC treated with definitive chemoradiation, with pretreatment and posttreatment CT images at 1, 3, and 6 months follow-up (581 scans). Models were developed using transfer learning of convolutional neural networks (CNN) with recurrent neural networks (RNN), using single seed-point tumor localization. Pathologic response validation was performed on dataset B, comprising 89 patients with NSCLC treated with chemoradiation and surgery (178 scans).

Results: Deep learning models using time series scans were significantly predictive of survival and cancer-specific outcomes (progression, distant metastases, and local-regional recurrence). Model performance was enhanced with each additional follow-up scan into the CNN model (e.g., 2-year overall survival: AUC = 0.74, P < 0.05). The models stratified patients into low and high mortality risk groups, which were significantly associated with overall survival [HR = 6.16; 95% confidence interval (CI), 2.17–17.44; P < 0.001]. The model also significantly predicted pathologic response in dataset B (P = 0.016).

Conclusions: We demonstrate that deep learning can integrate imaging scans at multiple timepoints to improve clinical outcome predictions. AI-based noninvasive radiomics biomarkers can have a significant impact in the clinic given their low cost and minimal requirements for human input.

Introduction

Lung cancer is one of the most common cancers worldwide and the highest contributor to cancer death in both the developed and developing worlds (1). Among these patients, most are diagnosed with non–small cell lung cancer (NSCLC) and have a 5-year survival rate of only 18% (1, 2). Despite recent advancements in medicine spurring a large increase in overall cancer survival rates, this improvement is less consequential in lung cancer, as most symptomatic and diagnosed patients have late-stage disease (3). These late-stage lesions are often treated with nonsurgical approaches, including radiation, chemotherapy, targeted, or immunotherapies. This signals the dire need for monitoring therapy response using follow up imaging and tracking radiographic changes of tumors over time (4). Clinical response assessment criteria, such as RECIST (5), analyze time series data using simple size-based measures such as axial diameter of lesions.

Artificial intelligence (AI) allows for a quantitative, instead of a qualitative, assessment of radiographic tumor characteristics, a process also referred to as ‘radiomics’ (6). Indeed, several studies have demonstrated the ability to noninvasively describe tumor phenotypes with more predictive power than routine clinical measures (7–10). Traditional machine learning techniques involved the derivation of engineered features for quantitative description of images with success in detecting biomarkers for response assessment and clinical outcome prediction (11–15). Recent advancements in deep learning (6) have demonstrated successful applications in image analysis without human feature definition [16]. The use of convolutional neural networks (CNN) allows for the automated extraction of imaging features and identification of nonlinear relationships in complex data. CNN networks that have been trained on millions of photographic images can be applied to medical images through transfer learning (17). This has been demonstrated in cancer research with regards to tumor detection and staging (18). AI developments can be clinically applicable to enhance patient care by providing accurate and efficient decision support (6, 11).

The majority of quantitative imaging studies have focused on the development of imaging biomarkers for a single timepoint (19, 20). However, the tumor is a dynamic biological system with vascular and stem cell contributions, which may respond, thus the phenotype may not be completely captured at a single timepoint (21, 22). It may be beneficial to incorporate posttreatment...
CT scans from routine clinical follow-up as a means to tracking changes in phenotypic characteristics after radiation therapy. State of the art deep learning methods in video classification and natural language processing have utilized recurrent neural networks (RNN) to incorporate longitudinal data (23). However, only a few studies have applied these advanced computational approaches in radiology (24).

In this study, we use AI in the form of deep learning, specifically CNNs and RNNs, to predict survival and other clinical endpoints of patients with NSCLC by incorporating pretreatment and follow-up CT images. Two datasets were analyzed containing patients with similar diagnosis of stage III lung cancer, but treated with different therapy regimens. In the first dataset, we developed and evaluated deep learning models in patients treated with definitive chemoradiation therapy. The generalizability and further pathologic validation of the network was evaluated on a second dataset comprising patients treated with chemoradiation followed by surgery. For localization of the tumors, only single-click seed points were needed without volumetric segmentations, demonstrating the ease of incorporating a large number of scans at several timepoints into deep learning analyses. The CT imaging-based patient survival predictions can be applied to response assessment in clinical trials, precision medicine practices, and tailored clinical therapy. This work has implications for the use of AI-based imaging biomarkers in the clinic, as they can be applied noninvasively, repeatedly, at low cost, and requiring minimal human input.

Materials and Methods
Patient cohorts

We used two independent cohorts, dataset A and dataset B, consisting in a total of 268 patients with stage III NSCLC for this analysis. Dataset A contained 179 consecutive patients who were treated at Brigham and Women’s/Dana-Farber Cancer Center between 2003 and 2014 with definitive radiation therapy and chemotherapy with carboplatin/paclitaxel or cisplatin/etoposide (chemoRT) and had at least one follow-up CT scan. We analyzed a total of 581 CT scans (average of 3.2; range 2–4 scans per patient, 125 attenuation CTs from PET and 456 diagnostic CTs) of pretreatment and follow-up scans at 1, 3, and 6 months after radiation therapy for delta analysis of the serial scans (Fig. 1). The CT–PET scans were acquired without iotinated contrast, and the contrast administration of chest CT scans are patient specific and based on clinical guidelines. As a realistic representation of clinical settings, not all patients received imaging scans at all timepoints (Supplementary Fig. S1). Patients with surgery prior to or after therapy were not included in this study. The main endpoint of this study was the prediction of survival and prognostic factors for stage III patients treated with definitive radiation (Fig. 2). Dataset A was randomly split 2:1 into training/tuning (n = 107) and test (n = 72). Overall survival was assessed along with three other clinical endpoints for the definitive radiation therapy cohort: distant metastases, loco-regional recurrence, and progression.

An additional test was performed on dataset B, a cohort of 89 consecutive patients with stage III NSCLC from our institution between 2001 and 2013, who were treated with neoadjuvant radiotherapy and chemotherapy prior to surgical resection (trimodality). The analysis of dataset B was included for further validation with a range of standard of care treatment protocols. A total of 178 CT scans with two timepoints; scans taken prior to radiation therapy and the scans after radiation were used, both taken prior to surgery. Patient exclusion included those who presented with distant metastasis or those with more than a 120 days delay between chemotherapy and surgery, as well as those without survival data. For both cohorts, no histologic exclusions were applied. The endpoint of the additional test set of trimodality patients was the prediction of pathologic response, validated at the time of surgery. The residual tumor was classified as responders (pathologic complete response n = 14, and microscopic residual disease n = 28) or gross residual disease (n = 47) based on surgical pathologic reports.

CT acquisition and image preprocessing

CTs were acquired according to standardized scanning protocols at our institution, using a GE "Lightspeed" CT scanner (GE Medical System) for treatment, pretreatment, and follow-up scans. The follow-up scans consisted of different axial spacing and a portion of the images are from PET–CT acquisitions. The input of the tumor image region is defined at the center of the identified seed point for the pretreatment, and for the 1, 3, and 6-month follow-up CT scans after definitive radiation therapy. The seed points were manually defined in 3D Slicer 4.8.1 (25). Because of the variability in slice thicknesses and in-plane resolution, the CT voxels were interpolated to 1 × 1 × 1 mm³ using linear and nearest neighbor interpolation. To have a stable input for the proposed architecture, it was necessary to interpolate the imaging data to homogeneous resolution. This was performed as the slice thicknesses were a maximum of 5 mm and thus the 2D input images are taken at a slice not further than 2 mm away from a non-interpolated slice. The linear interpolation was used to avoid potential perturbations from more complex interpolation methods, which involves and may be dependent on several parameters and longer computation time. The fine scale was chosen to maintain the details of the tumor. Three axial slices of 50 × 50 mm² centered on the selected seed point were used as inputs to the model. They were spaced 5 mm

Translational Relevance

Medical imaging provides noninvasive means for tracking patients’ tumor response and progression after treatment. However, quantitative assessment through manual measurements is tedious, time-consuming, and prone to interoperator variability, as visual evaluation can be nonobjective and biased. Artificial intelligence (AI) can perform automated quantification of radiographic characteristics of tumor phenotypes as well as monitor changes in tumors before, during, and after treatment in a quantitative manner. In this study, we demonstrated the ability of deep learning networks to predict prognostic endpoints of patients treated with radiation therapy using serial CT imaging routinely obtained during follow-up. We also highlight their potential in accounting for and utilizing the available serial images to extract the relevant timepoint and image features pertinent to the prediction of survival and response to treatment. This provides further insight into applications including the detection of gross residual disease without surgical intervention, as well as other personalized medicine practices.
apart; the center slice is on the same axial slice as the seed point. 5 mm was the maximum slice thickness of the CT images. A transfer learning approach was applied using the pretrained ResNet CNN that was trained on natural RGB images. The three axial slices were used as input to the CNN network. Using three 2D slices gives the network information to learn from but keeps the number of features lower than a full 3D approach, reduces GPU memory usage and training time, as well as limits the overfitting.

Image augmentation was performed on the training data, and involved image flipping, translation, rotation, and deformation, which is a conventional good practice and has shown to improve performance (26). The same augmentation was performed on the pretreatment and follow-up images, such that the network generates a mapping for the entire input series of images. The deformation was on the order of millimeters and did not noticeably change the morphology of the tumor or surrounding tissues.

Neural network structure
The network structure was implemented in Python, using Keras with Tensorflow backend (Python 2.7, Keras 2.0.8, Tensorflow 1.3.0). The proposed network structure has a base ResNet CNN trained on the ImageNet database containing over 14 million natural images (Fig. 3). One CNN was defined for each timepoint input, such that an input with scans at three timepoints would involve input into three CNNs. The output of the pretrained network model was then input into recurrent layers with gated recurrent units (GRU), which takes the time domain into account. To ensure the network was able to handle missing scans (27, 28),
RNN algorithms were used which allowed for amalgamation of several timepoints and the ability to learn from samples with missed patient scans at a certain timepoints. The output of the pretrained network was masked to skip the timepoint when a scan was not available. Averaging and fully connected layers are then applied after the GRU with batch normalization (29) and dropout (30) after each fully connected layer to prevent overfitting. The final softmax layer allows for a binary classification output. To test a model without the input of follow-up scans, the pretreatment image alone was input into the proposed model, with the recurrent and average pooling layers replaced by a fully connected layer, as there was only one input timepoint.

Transfer learning

Weights trained with ImageNet (26, 31), a set of 14 million 2D color images, were used for the ResNet (31) CNN and the additional weights following the CNN were randomized at initialization for transfer learning. Dataset A was randomly split 2:1 into training/tuning and test. Training was performed with Monte Carlo cross-validation, using 10 different splits (further 3:2 split of training/tuning) on 107 patients with class weight balancing for up to 300 epochs. The model was evaluated on an independent test set of 72 patients, who were not used in the training process. The surviving fractions for training/tuning ($n = 107$) and test sets ($n = 72$) were comparable (Supplementary Table S1). Only the pretreatment image was input into the proposed model, and the recurrent and average pooling layers were replaced with a fully connected layer.

Statistical analysis

Statistical analyses were performed in Python version 2.7. All predictions were evaluated on the independent test set of dataset A for survival and for prognostic factors after definitive radiation therapy. The clinical endpoints included distant metastasis, progression, and locoregional recurrence as well as overall survival for 1 and 2 years following radiation therapy. The analyses were compared with a random forest clinical model with features of stage, gender, age, tumor grade, performance, smoking status, and clinical tumor size (primary maximum axial diameter).

Statistical differences between positive and negative survival groups in dataset A were assessed using the area under the receiver operator characteristic curve (AUC), and the Wilcoxon rank sums test (also known as the Mann–Whitney U test). Prognostic and survival estimates were calculated using the Kaplan–Meier method between low and high mortality risk groups, stratified at the median prediction probability of the training set and controlled using a log-rank test. Hazard ratios were calculated through the Cox proportional-hazards model.

An additional test was performed on dataset B, the trimodality cohort using the 1-year survival model from the definitive radiation cohort with two timepoints. Survival predictions were made from the 1-year survival model trained on dataset A. The model predictions were used to stratify the trimodality patients based on survival and tumor response to radiation therapy prior to surgery. The groups were assessed using their respective AUC, and were tested with the Wilcoxon rank sums test. This was compared with the volume change after radiation therapy and a random forest clinical model with the same features used for dataset A.

Results

Clinical characteristics

To evaluate the value of deep learning based biomarkers to predict overall survival using patient images prior and post radiation therapy (Fig. 1), a total of 268 patients with stage III NSCLC with 739 CT scans were analyzed (Fig. 2). Dataset A consisted of 179 patients treated with definitive radiation therapy and was used as a cohort to train and test deep learning biomarkers (Supplementary Table S2). There was no significant difference between the patient parameters in the training and test sets of dataset A ($P > 0.1$, group summary values in Supplementary Table S2). The patients were 52.8% females (median age of 63 years; age range 32–93 years) and were predominantly diagnosed as having stage IIIA (58.9%) NSCLC at the time of diagnosis, with 58.1% in the adenocarcinoma histology category. The median radiation
dose was 66 Gy for the definitive radiation cohort (range 45–70 Gy, median follow-up of 31.4 months). Another cohort of 89 patients treated with trimodality served as an external test set (dataset B). The median radiation dose for the trimodality patients was lower, at 54 Gy (range 50 to 70 Gy, median follow-up of 37.1 months).

Deep learning–based prognostic biomarker development and evaluation

To develop deep learning–based biomarkers for overall survival, distant metastasis, disease progression, and locoregional recurrence, training was performed using the discovery part of dataset A (Fig 2). To leverage the information from millions of photographic images, the ResNet CNN model was pretrained on ImageNet and then applied to our dataset using transfer learning. The CNN extracted features of the CT images of each timepoint were fed into a recurrent network for longitudinal analysis. We observed that baseline model with only pretreatment scans demonstrated low performance for predicting 2-year overall survival (AUC = 0.58; P = 0.3; Wilcoxon test). Improved performance to predict 2-year overall survival was observed with the addition of each follow-up scan; at 1 month (AUC = 0.64, P = 0.04), 3 months (AUC = 0.69, P = 0.007), and 6 months (AUC = 0.74, P = 0.001; Supplementary Fig. S2). We also observed the similar trend in performance for other clinical endpoints, that is 1-year, survival, metastasis, progression, and locoregional recurrence-free survival (Supplementary Fig. S3). A clinical model, incorporating stage, gender, age, tumor grade, performance, smoking status, and clinical tumor size, did not yield a statistically significant prediction of survival (2-year survival AUC = 0.51, P = 0.93) or treatment response (Supplementary Table S3).

Further survival analyses were performed with Kaplan–Meier estimates for low and high mortality risk groups based on median stratification of patient prediction scores (Fig. 4). The models for 2-year overall survival yielded significant differences between the groups with two (P = 0.023, log-rank test) and three (P = 0.027, log-rank test) follow-up scans. Comparable results were found for the following predictions with their respective hazard ratios: 1-year overall survival (6.16; 95% CI, 2.17–17.44); P = 0.0004), distant metastasis free (3.99; 95% CI, 1.31–12.13; P = 0.01), progression free (3.20; 95% CI, 1.16–8.87; P = 0.02), and no locoregional recurrence (2.74; 95% CI, 1.18–6.34; P = 0.02), each with significant differences at three follow-up timepoint scans.

Predicting pathologic response

As an additional independent validation and to evaluate the relationship between delta imaging analysis and pathologic response, the trimodality pre-radiation therapy and post-radiation therapy prior to surgery scans were input into the neural network model trained on dataset A. First for survival prediction evaluation, the model was tested on dataset B. To match the number of input timepoints, the 1-year survival model with the pretreatment and first follow-up at 1 month was used. The model significantly predicted distant metastasis, progression, and local regional recurrence (Supplementary Table S4). Although, for
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Figure 5.
Pathologic response prediction validation. Model probability and the change in volume after radiation therapy was used for the prediction of pathologic response. The CNN survival model significantly stratified response and gross residual disease in the second test dataset B; comparable predictions were found with change in tumor volume and the combination of the two parameters ($n = 89$; Wilcoxon, $P < 0.05$).

Discussion

Tracking tumor evolution for prediction of survival and response after chemotherapy and radiation therapy can be critical to treatment assessment and adaptive treatment planning for improving patient outcomes. Conventionally, clinical parameters are used to determine treatment type and to predict outcome (2), but this does not take into account phenotypic changes in the tumor. Medical imaging tracks this evolution of lesions noninvasively and provides a method for tracking the same region longitudinally through time, providing additional tumor characteristics beyond those obtained through static images at a single timepoint (5). Follow-up CT scans are already a part of the clinical workflow, providing additional information regarding the patient. Using deep learning approaches for tumor assessment allows for the extraction of phenotypic changes without manual and/or semiautomated contours or qualitative visual interpretations, which are prone to interobserver variability. Additionally, prognostic predictions can potentially aid in the assessment of patient outcome in clinical trials to assess response and eventually dynamically adapting therapy.

Using a combined image-based CNN and a time encompassing RNN, the neural network was able to make survival and prognostic predictions at 1 and 2 years for overall survival. As expected, with an increase in the number of timepoints and the amount of imaging data available to the network, there was an increase in performance. Although the performance varied between the predictions, there was a consistent increase in AUC, due to the increase in signal from each additional image of the primary tumor and the changes between the scans with time. In this cohort, using a single pretreatment scan was not successful in making a prediction of survival. However, previous work in the field of radiomics using engineered (9, 12, 14, 15) and deep learning (10) approaches using pretreatment imaging data only, were able to predict the endpoint of their interest with the use of anatomical CT or functional PET data. For the cohorts in this study, there is a trend towards significance of the deep learning model with the pretreatment timepoint only. Using larger cohorts could improve the predictive power of the imaging markers. The clinical model, which included the clinical tumor size (longest axial diameter), was also not predictive of survival or the other prognostic factors.

The neural network was able to stratify patients into low and high mortality risk groups, with significant difference in overall survival (Fig. 4). This was also identified for the risk of locoregional recurrence with the input of two follow-up timepoints at around 1 and 3 months after the completion of definitive radiation therapy. The other outcomes, progression, and distant metastasis needed the additional third follow-up at around 6 months for a significant stratification of the mortality risk groups. This may be due to a more defined set of early imaging phenotypes relating to survival and locoregional recurrence as compared with the other prognostic factors, or confounding phenotypes with regards to distant metastasis and progression, which the model cannot overcome unless the third follow-up is incorporated.

The two datasets within our study are inherently different as the cohorts are comprised of patients with different disease burdens and treatment modalities. The surgical patients are younger and healthier on average, with an earlier stage of disease, and well enough to tolerate surgery. It has been shown that the survival of surgical patients is dependent on the success of the surgical procedure and distant disease (32), where definitive radiation therapy survival is determined by local control (33). There was also a higher proportion of stage IIIA in patients who also underwent surgical resection (dataset B) compared with definitive radiation therapy patients (dataset A).

Despite these differences, the survival CNN models trained on dataset A predicted surrogates of survival in dataset B including distant metastasis, progression, and locoregional recurrence. It was trending towards predicting survival and this may be due to the inherent differences between the cohorts, as well as the low number of events in the cohort and sample size. There was also only one follow-up scan available for dataset B, thus less information was provided to the survival model. Although the model was designed to overcome the immortal time bias, there could still be an effect. With more timepoints, fewer patients are alive to have
the scan performed and thus decrease the ability to predict survival.

Survival is associated with tumor pathologic response (34, 35). Thus, we tested the relationship between the probabilities of the survival network model on similar patients with stage III NSCLC who were in different treatment cohorts (definite radiation therapy and trimodality). Dataset B included the follow-up timepoint after radiation therapy and prior to surgery, for the prediction of response and for further validation of our model. This also serves as a test for generalizability in locally advanced NSCLC patients treated with different standard of care treatment protocols. To match the number of input timepoints, the 1-year overall survival model with the pretreatment and first follow-up at 1 month was used. The model was able to separate the pathologic responders from those with gross residual disease in the trimodality cohort. This was the case, even though the model development was completely blinded from this cohort.

This prediction was compared with a well-known prediction of response, the primary tumor size. The change in tumor volume also predicted the response in this cohort with a similar performance. However, the two measures, model probability and delta volume, were only weakly correlated and the combined model showed a slight improvement in performance. The proposed model was able to predict pathologic response in a different cohort, with only the image and a seed point for input. There is also a weak correlation between the values, which suggests that the image-based neural network model is detecting radiographic characteristics other than tumor size.

The use of a CNN-based network captures the tumor region and the immediate tumor environment. Previous techniques focused on providing the machine learning algorithm with accurate manual delineations or semiautomated methods, which may not incorporate surrounding tissue (36, 37). CNN image input includes the boundary between the tumor and the normal tissue environment. This may provide additional indications for tumor response and infiltration to the surrounding tissue. Image augmentation was performed on the training tumor region, as conventional practice in the field of deep learning and biomedical image processing (38), to improve performance and the small-scale deformations were applied to prevent overfitting (39) on our relatively small training set. The use of conventional ResNet CNN for image characterization allows for the incorporation of pretreatment weights on natural images (26). This mediated the application of deep neural networks on medical images, with cohorts much smaller than the millions of samples used in other AI solutions.

The number of samples available for most radiologic studies are not on the same order of magnitude as those used for deep learning applications. For instance, a facial recognition deep learning application was developed by training on 87,000 images and testing on 5,000 images (40). However, transfer learning can be used to leverage common low-level CNN parameters from databases such as ImageNet, which contains over 14 million natural images (26). It would be ideal incorporate the whole tumor volume by using a network pretrained on 3D radiographic images or 3D images in general, however the number of images available are not near the order of magnitude of which are in photographic images. If available, a model pretrained in 3D CT images with samples on the order of thousands of images will likely be overfitted to the patient cohort, the institution, and the outcome the network was trained to predict. The use of transfer learning has demonstrated its effectiveness on improving the performance of lung nodule detection in CT images (18). Our study contained a sample size not on the order of studies based on photographic images, but the current performance was made possible with the incorporation of pretrained networks on ImageNet. Transfer learning may also be used to test the feasibility of clinically applicable utilities prior to the collection of a full cohort for analysis.

The incorporation of follow-up timepoints to capture dynamic tumor changes was key to the prediction of survival and tumor prognosis. This was feasible with the use of RNNs, which allowed for amalgamation of several timepoints and the ability to learn from samples with missed patient scans at a certain timepoint, which is inevitable in retrospective studies such as this one. Although this type of network has not been applied to medical images, similar network architectures have demonstrated success in image and time-dependent analyses, as in video classification and description applications (41). The model was structured to overcome the immortal time bias (42). The pooling of CNN without the RNN has been previously applied (43), but in this case would result in bias classifications for an event when the last patient scan is missed. The RNN was set to not learn from inputs where there is a missing scan (44). GRU RNNs were used as they contain an update gate and a reset gate, which decides the weighting of the information passed on to the network output (45). This captures the pertinent information from each timepoint for the survival and prognostic predictions.

Previous work has demonstrated the feasibility of using CT imaging features to make associations and predictions in lung cancer (7). Several studies used radiomics approaches involving manual delineation of the tumor volume and user-defined calculated features to make predictions of survival and pathologic response (12–15). Recent applications of deep learning on lung cancer has focused on lung nodule classification as benign or malignant and they focus on a single scan for the model input. The study by Kumar and colleagues depended on manual delineation of lung nodules with feature extraction using an autoencoder and classification with decision trees (46). Hua and colleagues used 2D region of the tumor lesion on the axial slice for classification, also performed at one timepoint (47). Our study differs mainly in the incorporation of multiple timepoints in the prediction of survival and prognostic factors. For further validation, we also applied our developed model on a different cohort for the prediction of pathologic response, an important clinical factor. In comparison to previous studies, our model only takes a seed point and creates a 50 × 50 mm² region around the seed point, which is used as input. To compute handcrafted radiomic features, an accurate tumor delineation is required (9), which is susceptible to inter-reader segmentation variability and also is time-consuming. Recently, deep learning has been shown to have higher performance than conventional radiomics (39). Our approach only required a seed point within a tumor and hence is more efficient and robust to manual inference. Additional clinical and pathologic evaluations are not always available. Morphologic parameters depend on manual and semiautomated contours of the whole tumor volume or RECIST (5) measurements are prone to interoperator variability and can be costly to acquire.
Ideally, after training on a larger diverse population and after extensive external validation and benchmarking with current clinical standards, quantitative prognostic prediction models can be implemented in the clinic (48). There are several lung nodule detection algorithms available in the literature and with the aid of the pretreatment tumor contours routinely delineated by the radiation oncologist, the location of the tumor on the follow-up images can be detected automatically (49). The input of our model would simply be the bounding box surrounding the detected tumor and can be cropped automatically as well. The trained network can generate probabilities of prognosis within a few seconds, and thus would not hinder current clinical efficiency. The probabilities can then be presented to the physician along with other clinical images and measures, such as the RECIST criteria (5), to aid in the process of patient assessment.

This proof of principle study has its limitations, one of which is the sample size of the study cohorts. Thus, a pretrained CNN was used to improve predictive power. Using a deep learning technique has its limitations. Previous associations were found for risk of distant metastases with the pretreatment scan only, with machine learning techniques (15). It has been demonstrated that machine learning based on engineered features outperforms deep learning with small sample sizes. Perhaps with a larger cohort, we could potentially achieve better performance deep learning. The probabilities are essentially calculated with a black box for a specific task, thus are less practical than engineered features, which could potentially be reused for other applications. Neural networks can be prone to overfitting, even with the techniques we have used to mitigate this (29, 30); thus images were resampled to a common pixel spacing. Our model used three 2D slices due to the predefined parameters necessary for transfer learning. However, a 3D image volume may better represent tumor biology and thus increase performance. Our survival models are based purely on the CT image and could potentially benefit from the incorporation of patient specific parameters, such as age, sex, histology, smoking cessation, and radiation therapy parameters, with a larger cohort of patients. With these limitations, our deep learning model was able to make predictions of survival and perhaps with a larger dataset and finer more consistent axial spacing, higher and more clinically relevant performance may be feasible.

Deep learning is a flexible technique which has been successfully implemented in several fields (16). However, the theory behind how the network functions has yet to be established (50). The input and output of the model can be quite intuitive, but as suggested by the term, the hidden middle layers are not. It is therefore very challenging to determine the reasoning behind a network’s performance and whether certain parameters have a positive or negative impact. Unlike engineered features built to capture certain characteristics of the image, the interpretation of deep learning features can be ambiguous. To circumvent this in the field of image-based CNN, activation maps have been generated to capture highly weighted portions of the image with respect to the network’s predictions (65). This can be visualized in the form of heat maps, generated over the final convolutional layer. Also, how to incorporate the domain knowledge into these abstract features is a very important question that needs to be addressed. Further research in this direction could make these automatically learned feature representations more interpretable.

Conclusions

This study demonstrated the impact of deep learning on tumor phenotype tracking before and after definitive radiation therapy through pretreatment and CT follow-up scans. There were increases in performance of survival and prognosis prediction with incorporation of additional timepoints using CNN and RNN networks. This was compared with the performance of clinical factors, which were not significant. The survival neural network model could predict pathologic response in a separate cohort with trimodality treatment after radiation therapy. Although the input of this model consisted of a single seed point input at the center of the lesion, without the need for volumetric segmentation our model had comparable predictive power compared with tumor volume, acquired through time-consuming manual contours. Noninvasive tracking of the tumor phenotype predicted survival, prognosis, and pathologic response, which can have potential clinical implications on adaptive and personalized therapy.
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